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EXECUTIVE SUMMARY

Observed and inferred variations in total solar irradiance

e Direct satellite-based observations of the total solar irradiance (TSI — often referred
to as the “Solar Constant”) show with high confidence that the solar output is
about 1 Wm™ (0.08%) higher at the maximum of the 11-year solar cycle than at the
minimum, for the two most recent cycles.

e Although we now have direct observations of TSI covering 2 solar cycles, these
observations come from a set of 6 different satellite experiments, only a subset of
which were producing data at any given time. The precision of measurements from
each instruments is high and, in radiometric terms, they agree well (the spread of
TSI amongst them is less than 1%). However, the level of accuracy is probably not
sufficient for detecting climatically significant variations in TSI on decadal
timescales. There is disagreement as to whether the TSI at the solar minima in the
mid-1980s and mid-1990s was the same or not. One analysis implies a change in
TSI between the two minima which would give a positive forcing equivalent to
about 20% of the forcing due to increased greenhouse gas concentrations over the
same period; another analysis implies little or no change.

e Several recent studies have produced time series of total solar irradiance back to
the late-19th century, or before. The majority of these use recent observations of
solar output to “calibrate” proxies of solar variation; they then require some
measure of the change in TSI during the 17th century Maunder Minimum, when an
11-year sunspot cycle was not observed. This TSI 1s generally derived from
observations of emissions from sun-like stars, some of which are in a non-cycling
state which is presumed analogous to the Sun’s Maunder Minimum

e With the exception of one of these series (which uses the variations of the Earth’s
surface temperature to deduce solar output changes) all these series indicate that
the change in TSI since 1900 is equivalent to a radiative forcing of 0.4 Wm; this
change is roughly 20 - 25% of the change due to increases in well-mixed
greenhouse gases over the same period, and is in agreement with the estimate given
in IPCC (1995). However, these series disagree significantly about the details of
the time evolution of the TSI, because of the use of different proxies for the TSI
variation. Using a simple time-dependent zero-dimensional model of the climate,
the different TSI series are shown to give a spread in the change of global-mean
surface temperature, relative to 1900, of 0.2 K in the 1920s and 0.1 K in 1990.

¢ The biggest uncertainty in these time series of TSI is due to the lack of knowledge
of the Maunder Minimum TSI. This is important because its value is used by many
authors to calibrate their reconstructions of TSI variation using observed proxies
(such as sunspot numbers and solar cycle length). Estimates in the literature range
over an order of magnitude. However, the majority are over a smaller range
indicating an uncertainty of about a factor of 2. Part of the problem is that the non-
cycling stars have a wide range of emissions, so it is not possible to confidently say
which of these is most appropriate for the Sun at Maunder Minimum. This implies



an uncertainty in the forcing due to changes in TSI since 1900 of about 50% either
side of the 0.4 Wm™ value; this uncertainty is consistent with that cited by IPCC
(1995). The uncertainty in the time evolution of the TSI places strong constraints
on the confidence with which “detection” and “attribution” studies can be achieved
using existing series. Hence we believe that we know the absolute change in the
TSI, on a century times scale with low confidence and the details of its time
dependence with very low confidence.

When century time-scale variations of TSI are included in models they can explain
significant (40%) of the global-mean surface warming in the 20th century and
appear to explain the rate of warming observed in the early part of the century.
However, these model results are totally dependent on the quality of the TSI series
that are imposed on them. Some other modelling studies have achieved equally
good agreement between models and observations by excluding long term changes
in solar irradiance but including the effects of volcanic aerosols. Given the
uncertainties in the observed temperature variations, in the time variation of the net
radiative forcing and in the climate sensitivity, it seems unlikely that a definitive and
unambiguous explanation of the century time-scale variations can be achieved.
Nevertheless, variations in solar output are a strong contender for explaining an
appreciable fraction of this variation.

Impact of solar output changes on ozone and atmospheric circulation

Solar-induced changes in ozone have the potential to alter the radiative forcing due
to changes in TSI alone, by around 20%. However, published studies disagree on
the sign of the effect of ozone changes in radiative forcing.

General circulation model experiments which include the impact of solar-induced
changes in stratospheric ozone appear to show consistent latitude-height signals in
their response, which are of a size that indicates that they may be detectable in the
climate record.

Variations in solar output, cosmic rays and cloudiness

The much-publicised correlation between cosmic rays and cloudiness from the
work of Svensmark and colleagues is critically examined. The “main” correlation is
for a short-period of data from the International Satellite Cloud Climatology
Project (ISCCP). Due to calibration problems with the ISCCP data, it is believed to
be only reliable for such purposes for a short-period, 1985-1988. Hence this is only
a fraction of the 11 year solar cycle. A number of studies have shown that the
variation of cloudiness reported in Svensmark’s work is indeed a feature of the
ISCCP data, but have raised a number of issues. The cloudiness variation does not
appear to have a significant impact on (at least) the solar radiation budget, the
clouds do not vary systematically at different altitudes and the variation does not
exist in all data sets; also much of the reported correlation occurs at times of either
El Nino’s or major volcanic eruptions, either of which could contribute to the
cloudiness variations.

The evidence from observations of correlations between clouds and cosmic rays



certainly does not rule out a link; however, if a link does occur, there seems as
much evidence to suggest that it acts primarily via high clouds and in such a way
that it will have caused a cooling of climate over the past century, and thus have
offset the impact of increased concentrations of greenhouse gases. This is contrary
to the suggestions made by Svensmark and colleagues, who have stated that the
link could have contributed to a warming over the past century. However, there is
low confidence that a significant link exists between cosmic rays and clouds, but
we certainly cannot exclude the possibility.

The possible linkage between the atmospheric electrical system and the modulation
of cosmic rays allows a possible route for modulation of clouds by solar variations.
But the detailed mechanism is unclear and there is much work required, some
theoretical and experimental, to quantify and characterise possible processes.
Mechanisms have been proposed which encourage freezing (electrofreezing) and
are able to lead to substantial energy amplification of the relatively small solar
fluctuations. The viability of these mechanisms depends critically on electrofreezing
being experimentally established as an atmospheric process. Although there is some
evidence to suggest that it could occur, there is no absolute evidence that it
actually does occur in the atmosphere, as the definitive experiments are lacking.



1. Introduction

In order to assess the impact of human activity on climate, it is necessary to place
possible human-induced changes in the context of natural variability. Natural climate
variability can result from unforced “chaotic” variations and from specific causes, such
as stratospheric aerosols due to explosive volcanic eruptions and changes in the solar
radiation received at the Earth. This review is concerned with possible impacts of
changes in solar activity on the Earth’s climate over the past few centuries. It is a
controversial area with a long history and has been covered in several recent reviews
(e.g. IPCC 1994, 1995; NRC, 1994; Hoyt and Schatten, 1997). We will focus on
recent developments in this area and cover three broad areas. Firstly, there have been
several recent attempts to reconstruct the variations in the total solar irradiance (“solar
constant”) reaching the Earth; secondly, it has been recognised that changes in the
middle atmosphere, e.g. via solar-induced changes in ozone, could impact on climate.
Finally, and most controversially, there have been suggestions of a link between solar
activity and clouds (and, hence, climate and weather).

2. Direct effect of changes in total solar irradiance

The most obvious way in which changes in solar output can impact on climate is via
changes in the wavelength-integrated irradiance reaching the Earth. Following NRC
(1994), and others, we refer to this irradiance as the Total Solar Irradiance (TSI), in
place of the rather outmoded “solar constant”. To calculate the radiative forcing
resulting from a change in TSI, it is necessary to divide the solar irradiance change by 4
(the ratio of the Earth’s disk as seen from the Sun to the total surface area of the
Earth) and multiply by (1 - planetary albedo) to account only for that radiation which is
absorbed by the Earth-atmosphere system. Taking the planetary albedo to be 0.3, and
to be constant with time, a TSI change is multiplied by 0.175 to obtain the radiative
forcing. There is an argument for reducing the forcing by a further factor of 0.86 to
account for the fact that 14% of the changes in TSI are at ultraviolet wavelengths that
do not penetrate to the troposphere (Hansen et al. 1997 and see Section 3). In order to
retain comparability with earlier studies, we do not apply that factor here.

2.1 Observed changes in total solar irradiance

Since the late 1970s there has been continuous monitoring of TSI from satellites, albeit
from a variety of different instruments. Although these instruments can be calibrated to
a relatively high accuracy (0.2 to 0.5%) (e.g. Mecherikunnel, 1998; Frohlich and Lean
1998a,b), this can only just resolve the variations in TSI which could be of climatic
significance; fortunately, the precision/repeatability of the measurements is somewhat
higher, and this permits short-term variations to be monitored with more confidence.
Frohlich and Lean (1998b) have attempted to merge the available data into a single
coherent series since late 1978, by accounting for inter-satellite differences and the
degradation of individual instruments. (Frohlich and Lean (1998a) presents their
method in most detail, whilst Frohlich and Lean (1998b) presents their most up-to-date
results.) Figure 2.1 shows that the unmerged data, from the satellite instruments



(acronyms are defined in the Appendix) and rocket and balloonsonde data, has a
spread in TSI of around 8 Wm™. Figure 2.2 presents the merged analysis which shows
the variation of about 1.2 Wm™ between solar maximum and solar minimum over two
solar cycles.

Frohlich and Lean’s analysis indicates that the TSI at the two minima is essentially
identical. However, Willson (1997), on the basis of a comparison of the TSI at solar
minima measured by two different experiments, ACRIM I and ACRIM II, suggests
that the TSI had increased by about 0.036% per decade (equivalent to a radiative
forcing of 0.09 Wmdecade™ or about 20% of the value due to well-mixed greenhouse
gases), and presented supporting evidence from the ERBS instrument. Since ACRIM I
and ACRIM 1II data did not overlap, Willson (1997) used ERB data to provide cross-
calibration. Frohlich and Lean (1998a,b) contest that such a change is not present when
the data are corrected for known instrumental problems. However, the factors used by
Willson (1997) to normalise ACRIM I and ACRIM II appear to agree well with
independently derived values given by Crommelynck et al. (1995) (see below). This
serves to emphasise that the accuracy of current TSI measurements, whilst high in
radiometric terms, cannot be used to reliably determine trends that may be of climatic
significance.

There have been attempts to provide reference values for the solar constant.
Crommelynck et al. (1995) have derived a “Space Absolute Radiometric Reference” by
using simultaneous observations of the TSI from 8 different instruments in April 1993,
including shuttle-borne radiometers. The maximum difference among the sensors was
only 0.16%. This reference was used by Frohlich and Lean (1998a, b) to produce their
series. The data of Crommelynck et al. (1995) also allowed adjustment factors to be
derived for different instruments, to place them on a common scale. Mecherikunnel
(1998) has, on the basis of measurements from ACRIM I on dates of near-zero sun-
spot activity, recommended a solar minimum value of 1367 Wm™. This is somewhat
higher than the minimum derived by Frohlich and Lean (see Figure 2.2) but, using the
correction factors of Crommelynck et al., the agreement i1s much better (and close to
1365 Wm™).

2.2 Reconstructions of century-scale variations in total solar irradiance

2.2.1 Comparison of recent reconstructions

To reconstruct the changes in TSI prior to the period of the direct observations
discussed in Section 2.1, it 1s necessary to use some proxy of changes in solar output,
such as sunspot number, normally in conjunction with recent observations of TSI. We
have obtained the results from 5 recent reconstructions which take into account not
only the change in solar output due to photospheric (“surface”) features, such as
sunspots and faculae, but also changes in the background emission from the
photosphere. Two of these are from Solanki and Fligge (1998), one is an update of
Lean et al. (1995b), one is an update of Hoyt and Schatten (1993) and the final one is
from Reid (1997). The “raw” TSI series are shown in Figure 2.3. The series diverge in
their estimates of the present day TSI by around 5 Wm™; as was discussed in Section
2.1, there have been attempts to obtain an absolute calibration of the present day TSI.
It is the radiative forcing which is of most interest here. Figure 2.4 presents the



radiative forcing, relative to an arbitrary reference year (chosen as 1900) for the 5
series for the period since 1600 (in Figure 2.4 a) and for the period since 1900 (Figure
2.4 b). The forcing between 1900 and the present day (see Figure 2.4 b) is, perhaps
surprisingly, very similar for 4 of these series (about 0.4 Wm™ averaged over the most
recent cycles), although the actual time variation over this period differs amongst the
sets. These sets also imply that the solar output was roughly constant throughout the
latter half of the 19th century. Hence, from these four sets, the forcing is in the range
given in IPCC (1995) of 0.3 + 0.2 Wm™ since 1850. Reid’s (1997) reconstruction is
significantly different, with much larger changes.

To obtain a crude indication of the consequences of the differences between these
series on global-mean surface temperature, we have used them to integrate the simple
equation for global-mean surface temperature changes, AT, such that

ok I
di

where C, is the heat capacity of the surface, t is time, A the climate sensitivity
parameter and AF the radiative forcing. C, was assumed to be 4 x10° J K' m?
appropriate to a planet covered by a 100 m deep mixed layer ocean, and A was taken
to be 0.67 K (Wm™)", appropriate to a climate sensitivity of a sensitivity of about 2.5
deg C for a doubling of carbon dioxide. For each TSI series it was assumed that the
climate system was in equilibrium at the beginning of the series. The results are shown
in Figure 2.5 both for the period since 1600 and for the period since 1850. The
differences in the time evolution of each series gives a greater spread in temperature
change by the present day (relative to 1900) than might be inferred from Figure 2 4a,
with a spread from 0.2 to 0.3 deg C warming; particularly notable are the differences
between the rates of change of temperature between 1900 and 1950. As with the
forcing plots, Reid’s (1997) reconstruction leads to a significantly different evolution
of temperature and a larger overall change.

2.2.2 The basis of recent reconstructions

It is important to assess the methods used to derive these long term TSI series, to
understand the differences between them. There are generally three steps in such
reconstructions. The first step is to be able to characterise the variability of the solar
irradiance in terms of observable proxies, such as sunspot features or the lengths of
solar cycles. The second step is to estimate the size of the irradiance variations
associated with this variability. As will be discussed below, in much of the recent work
this calibration has been achieved by reference to estimates of the solar output at the
time of the Maunder Minimum in the mid-17th century (an extended period with no
sunspots) - this, in turn, has often been based on observations of emissions of
particular spectral lines from sun-like stars. Finally, the absolute level of solar
irradiance is referenced to recent observations, but, since we are most interested in
variations in TSI, this latter step is of less importance here.

Reid’s (1997) series is the one which 1s most obviously open to criticism as it used
climatic information in its derivation. He hypothesises that TSI is hnearly related to
solar activity, as measured by a filtered sunspot number - the filter he chooses is a 15









point (in this case 15-year) Gaussian filter, so that this captures the variations for
periods longer than the 11 year cycle. The slope of this fit is derived by assuming that
the cold temperatures in the mid-17th century (which coincided with the Maunder
Minimum) were purely a result of changes in solar activity. He assumes that the mid-
17th century was 1 deg C colder than “modern” temperatures, and uses a simple
energy-balance climate model to deduce the change in TSI that is necessary to explain
the change - he derives a Maunder Minimum value of TSI of 1363.7 Wm™. It is
unclear whether Reid has included the impacts of increased concentrations of
greenhouse gases in this derivation of TSI - the text implies that he has, but when he
presents time series of the global mean temperature since 1650, the temperature with
both greenhouse gas and solar effects is 0.2 deg C warmer than that observed during
the past two decades.

Whilst Reid’s method is an interesting exercise, and he is candid about its limitations,
its circular reasoning means that it is probably not a reliable method for deriving solar
irradiance. Reid is essentially using the Earth’s surface temperature as a radiometer,
but it is a radiometer with an uncertain calibration, it is inadequately sampled over the
period of interest, and it has almost certainly been “degraded” by changes in
atmospheric composition that are themselves the subject of significant uncertainties
(e.g. IPCC, 1995). Covey and Hoffert (1997) have pointed out that the estimate of the
cooling at the time of the Maunder Minimum is not well known, particularly for the
global mean; and he has ignored many known radiative forcing mechanisms (e.g.
Rowntree (1998) is one recent illustration of the likely impact of volcanic eruptions.)
To support his case, Reid presents a plot of recent observations, from the spacecraft
era, compared to his parameterisation. This shown in Figure 2.6 - while Reid’s
relationship and the observed variations are in modest agreement, it is also clear that a
line with a much lower slope, and hence a smaller change in solar constant, would also
fit the satellite data

The other reconstructions presented here rely on “astrophysical” estimates of the
change in solar output since the Maunder Minimum. Lean et al. (1992) derive a value
for the Maunder Minimum TSI using emissions in the core of a particular calcium line
(a Fraunhofer line at 393.4nm); they note that during contemporary solar minima, the
emissions in this line indicate that there remains a bright network across the solar disk.
If the relationship between emission in this line and solar output is calibrated using
recent observations and then extrapolated to a state with no surface magnetic features,
the TSI is reduced to 1.5 Wm™ below recent minima. However, the observations of
Sun-like stars by Baliunas and Jastrow (1990), indicate that the calcium emissions of
non-cycling stars (which are assumed analogous to the Sun in the Maunder Minimum)
is even lower, yielding a Maunder Minimum value of TSI which is about 2.7 Wm
(0.2%) below recent minimum, or 3.3 Wm™ (0.24%) below the recent mean TSI. As
pointed out by Lean (1994) there is a spread in calcium emisstons from non-cycling
stars which implies a spread in the Maunder Minimum value of TSI from close to the
present solar minimum (0.6 Wm™ below the recent mean) to in excess of 5 Wm™
below the recent mean. It is noted that, on the basis of the calcium proxy, the Sun is
amongst the most active of all the observed sun-like stars, so it is not clear whether the
observations of the non-cycling sun-like proxies are truly representative of the Sun’s
behaviour. Soon et al. (1994) also use the calcium emission lines from sun-like stars to
deduce that the Maunder Minimum TSI lies between about 2.7 Wm™ and 9.5 Wm’



(0.2 to 0.7%) below the present day average value, with a mean of about 5.5 Wm™.

Nesme-Ribes et al. (1994), on the basis of modelling work which relates changes in
solar rotation to changes in thermal energy in the Sun, estimate a Maunder Minimum
value of TSI in the range 0.2 to 10% with a mean of 0.4%, giving a Maunder
Minimum TSI of 5.5 Wm™ below the present day. Mendoza (1997) uses estimates of
observed solar radii and rotation rates and relates these to TSI and the calcium fluxes
using correlative relationships derived from Sun-like stars. These are used to estimate
larger changes in the TSI at the Maunder Minimum, which range from 0.37% to
1.23% below present day solar minimum, corresponding to a Maunder Minimum TSI
of 5.5 Wm™ to 15 Wm™ below the present day mean. However, Mendoza (1997) also
points out that there is evidence that, despite the absence of sunspots at this time, the
Sun remained in a cycling state and, on this basis, estimates a value for the calcium
fluxes which are only marginally lower than the present day solar minimum; on the
basis of Lean et al.’s (1992) parameterisation, the Maunder Minimum TSI would only
be about 1 to 1.5 Wm™ below the present day mean, although the discrepancy between
the two TSI estimates is not discussed.

In summary, there is a wide range of estimates of the Maunder Minimum TSI such that
the reduction from the present day mean TSI covers almost an order of magnitude
from less than 1.5 Wm™ to 15 Wm'%, for most authors their “mean” value lies in the
range from around 3 to 5.5 Wm™. There is a heavy reliance on correlations between
the Sun’s behaviour and that of sun-like stars and a hint that models that include the
effects of changes in solar rotation yield bigger changes.

Solanki and Fligge (1998) derive their series by separating out the TSI variations into
changes in active regions, such as sunspots, and changes in the background (“quiet
sun”) emissions. The contribution due to active regions is calculated in a similar
manner to Foukal and Lean (1990) using both sunspot areas and relative sunspot
numbers, plus some other proxies, to calculate the sunspot and faculae contributions.
The relationship is calibrated using data from the ACRIM instrument and hence
implicitly assumes that the relationship has remained constant back to the 1870’s.
Figure 2.7 shows the variation due to these active regions - it differs from Foukal and
Lean (1990) partly because of significant recent revisions to the time series of sunspot
areas. The changes in the quiet sun emissions are much more difficult to derive - as
evidence to support changes in the quiet sun, they cite Willson’s (1997) work referred
to in Section 2.1 and observations of Sun-like stars (e.g Baliunas and Jastrow, 1990).
Two approaches are used. Approach A, following Lean et al. (1995), assumes a linear
relationship between the photospheric emission and the chromospheric emission, which
can be monitored by observing lines of calcium in the solar spectrum. Approach B,
following Baliunas and Soon (1995) assumes that brightness is correlated with length
of solar cycle. As shown in Figures 2.3 and 2.4, the overall variation over the past
century is similar in both reconstructions, but the time evolution is significantly
different, which impacts on the evolution of the global mean temperature (Fig. 2.5).
Solanki and Fligge (1998) assume that the Maunder Minimum TSI is 4 Wm™ below the
present day value and suggest that a value of more than 5 Wm™ would lead to a
significant divergence between their model and recent satellite based observations.
While recognising that a change of 2 Wm™ is lower than most of the sun-like star
estimates, such a value would still mean that their modelled variations would remain
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consistent with the observed variations.

Lean et al. (1995b) also follow the model of Foukal and Lean (1990) to deduce the 11-
year solar irradiance variations using observations of either group sunspot number or
sunspot darkening. On longer time-scales they assume that the facular emission is
related to the overall solar activity, which is given by the average value of the group
sunspot number; the relationship is scaled to yield the 0.24% reduction in the TSI
during the Maunder Minimum, compared to the present day mean, derived by Lean et
al. (1992). They point out that their reconstruction is in general better agreement with
the record of solar activity from cosmic-ray induced isotopes of carbon and beryllium
than the Hoyt and Schatten (1993) sertes.

Hoyt and Schatten (1993) develop their reconstruction by considering, and then
combining, a range of proxies for TSI. The variation uses the solar cycle length, the
mean level of solar activity, the decay rates of each solar cycle, the equatorial rotation
rate and the fraction of penumbral to umbral sunspots. To deduce the variations in TSI
they use the Lean et al. (1992) estimate of the Maunder Minimum TSI, discussed
above (this is more clearly stated in Hoyt and Schatten (1997) than it is in their 1993
paper) and point out that the size of their variations is dependent on this assumption.
The TSI curve shown on Fig 2.3 is their “mean” curve - use of individual proxies
would lead to a TSI that spreads roughly +1 Wm' either side of this curve. The high
absolute value of TSI shown on Fig. 2.3 is due to the fact that they scale their
irradiances to the Nimbus-7 HF values which, as shown in Fig. 2.1, are the highest of
contemporary measurements. Frohlich and Lean (1998b) compare their composite of
satellite observations from 1979 with Hoyt and Schatten’s series, and note that Hoyt
and Schatten show a significant upward trend in TSI between the solar maxima in
around 1980 and 1990 (of more than 0.5 Wm™) whilst their composite, and the Lean et
al. (1995) set, shows no such change. They attribute this difference as being due to the
fact that Hoyt and Schatten include a component related to solar cycle length. This
implies that, if Frohlich and Lean’s composite is correct, the reliability of Hoyt and
Schatten’s series on longer time scales must be questioned as must a close relationship
between TSI and solar cycle length.

The biggest hope for validation of these series of TSI is continued monitoring of the
TSI in the future, which will indicate which set of proxies most nearly “predict” the
actual variation in solar output.

2.3 Solar cycle length

One of the correlations with solar variations sought during the past century is that of
solar cycle length (Hoyt and Schatten, 1997). This is a quantity which is more
straightforward to observe than the cycle's amplitude, and has been the subject of
several studies. Hoyt and Schatten (1997) summarise the substantial work of Clough
(1943) from which it seems that solar cycle lengths are related to the amplitude of the
cycle, and indeed that the cycle length is a suitable proxy for amplitude and can be
determined by different means.

Of more recent interest is a paper by Friis-Christensen and Lassen (1991) in which a
strong positive correlation between the solar cycle length (during the past century) and
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land temperature anomalies in the northern hemisphere is found, after applying some
filtering to the cycle length data. Friis-Christensen and Lassen (1991) did not attempt
to form a quantitative link between solar cycle length and surface temperature. Two
subsequent studies used energy balance climate models to explore influences on
century timescale surface temperature variations. They included solar cycle length by
assuming a linear relationship between forcing and cycle length and then derived the
constant of proportionality by finding the best fit between model and observations.
Kelly and Wigley (1992) found some support for a solar link as the fit, when
greenhouse gas increases alone were considered, was improved when solar cycle
length was included. However, it was unlikely that the temperature variation could be
due entirely to solar variations as this required an implausibly high climate sensitivity.
In a similar study, Schlesinger and Ramankutty (1992) found that the intercycle
variations had contributed to temperature variations since 1856, but that greenhouse
gases have produced the dominant contributions. IPCC (1994) includes an extended
discussion about the pitfalls of the “fitting” methodology used in such studies.

Work by Laut and Gundermann (1998) investigated the correlation between cycle
length and Northern hemisphere land temperatures, and in particular whether the
analysis of Friis-Christensen and Lassen (1991) argues for or against an existing
warming trend from non-solar causes. They show that the strong correlation between
solar cycle length and surface temperature does not, of itself, imply the absence of a
steady warming trend; they impose artificial warming and cooling trends on the
observed temperature record and find correlations with solar cycle which are as strong
as those that are found with the unmodified temperature series (figure 2.8).

2.4 Climate model simulations and correlations

Many studies explore the relationship between solar variations and climate (most often
global or hemispheric mean surface temperature). These have been done via simple
comparison or correlation of time series of TSI, or various proxies of solar activity
with temperature (recent ones include Cliver et al. (1998), Solanki and Fligge (1998)
and Svensmark (1998)) and via the use of simple climate model calculations
(e.g.Wigley et al. (1997) and the work presented in Section 2.2). The statistically-
based work is certainly suggestive of a relationship, but does not in general establish a
cause-effect relationship (see particularly Section 2.3). The modelling work is
essentially a “slave” to the quality of the TSI series.

The modelling study of Wigley et al. (1997) quantifies (using the TSI series of Hoyt
and Schatten (1993)) the impact of including solar forcing (in addition to greenhouse
gas and tropospheric aerosol forcing) by calculating the quality of fit with observed
surface temperature changes and the implied climate sensitivity required to obtain that
best fit. The solar forcing does lead to a slight reduction in the root mean square error
and a corresponding reduction in the climate sensitivity; in particular the warming
during the 1900-1940 period is better captured. Such work is certainly useful in
showing that solar variations can impact on climate but they are by no means
conclusive. As discussed in IPCC (1994) (Section 4.7.3) there are clear dangers in
such “fitting” exercises, not least of which is the fact that there are substantial
uncertainties in the time evolution of radiative forcings and usually only a subset of
these are included. For example, Wigley et al. (1997) neglect the contribution of
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volcanic aerosols; however, Rowntree (1998), using a similar type of model (and see
other studies cited in IPCC (1994)), neglects solar variability but on including volcanic
effects achieves an equally good agreement with observations, and in particular the
representation of the observed 1900-1940 warming. At the present time, there are two
clear, and not necessarily exclusive, natural explanations for the warming in the early
part of the 20th century, consistency between the observed changes and modelled
variations including solar effects is encouraging, but not conclusive.

The first reported coupled ocean-atmosphere GCM study to include the impact of
century scale variations of TSI has been reported by Cubasch et al. (1997). They use
the ECHAM-3 climate model forced using the Hoyt and Schatten (1993) TSI series;
they present results from two model runs using different initial conditions. Cubasch et
al. (1997) show a warming of 0.2+0.05K during the 20™ century, broadly similar to
that obtained with the simple model presented in Section 2.2. Over the past 30 years,
the solar variability causes a warming of 0.16+0.09K. This can be compared with the
warming, in the same model, of 0.54+0.13K due to greenhouse gas radiative forcing,
and an observed warming of 0.39+0.15K. Hence, in this model, the contribution of
TSI variations is certainly not negligible. The solar variation causes a century scale
variation in temperature order 0.5 K. Within their model, the pattern of climate change
is in better agreement with observations when greenhouse gas effects are included
(particularly the long-term stratospheric cooling), rather than just solar variability.

3. Effect of solar-induced changes in the middle atmosphere
on climate

The changes in solar irradiance are not evenly distributed across the solar spectrum,
but are concentrated in the ultra-violet; wavelengths less than 400 nm contribute about
9% of the TSI but 32% of the variations in the TSI over a solar cycle (e.g. Lean 1989).
Changes in the solar ultraviolet output have the potential to alter stratospheric ozone
and hence modulate climate indirectly. Various modelling and observational studies
(see e.g. Zerefos et al, 1997, Wuebbles et al,, 1998, Haigh 1999 for review) have
focused on the ozone changes. The observed and modelled total column ozone is
between 1 and 2% higher at solar maximum than at solar minimum, although there are
differences between models and observations in both the latitudinal and vertical
distribution of this varation. In particular the observations imply larger changes in
ozone in the lower and upper stratosphere than models; the unambiguous separation, in
observations, of solar and volcanic influences in the lower stratosphere is difficult, as
the data span less than 20 years, a period during which there have been two major
volcanic eruptions (Haigh, 1999).

Wauebbles et al. (1998) have looked at the impact of long-term changes in solar UV by
simulating, in a 2-D chemistry-transport model, the change in ozone during the
Maunder Minimum, using Lean et al.’s (1995a) estimate of the UV changes at that
time. Wuebbles et al. (1998) estimate that the global ozone column would have been
3% lower (relative to the present day solar output and ignoring human-induced
changes in ozone). The increase in ozone since the Maunder Minimum is calculated to
have caused a negative radiative forcing, presumably due to the fact that the computed
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change peaks in the upper stratosphere. Wuebbles et al. (1998) compute that the
radiative forcing since the Maunder Minimum due to this ozone change is -0.13 Wm?,
which is a potentially non-negligible offset to the approximately +0.5 Wm™ forcing due
to direct changes in TSI over the same period.

Myhre et al. (1998) use the modelled variations in ozone due to solar cycle presented
by Zerefos et al. (1997) to calculate the radiative forcing change due to the ozone
change; they also find a decrease in forcing from solar maximum to solar minimum,
with a magnitude of 0.02 Wm™; this can be compared with the increased forcing due to
changes in TSI over a typical 11-year cycle of 0.1 to 0.2 Wm™, indicating that the
ozone change offsets about 10 to 20% of the forcing due to TSI variations alone.

However, these estimates conflict in sign with that derived by Hansen et al. (1997) and
that implied by Haigh (1999). Hansen et al. (1997) used a height profile based on
observations of ozone change over recent solar cycles, albeit in a GCM with crude
vertical resolution (only two layers between 10 and 150 mbar, where the ozone change
is imposed). They derive an indirect forcing of +0.1 Wm™ due to the ozone change.
Haigh (1999) imposed ozone changes on a general circulation model (see details
below); the energy absorbed below the troposphere, between 30°S and 30°N at least,
is shown to be enhanced by the inclusion of ozone changes by about 20-30% compared
to calculations with no ozone change, which is roughly consistent with the change
derived by Hansen et al. (1997). This divergence in sign of the estimates is probably a
result of the sensitivity of ozone forcing to the height profile of ozone change (e g.
Forster & Shine, 1997).

So far, in this review, the impact of solar changes has been characterised by the
changes in absorbed radiation by the surface-troposphere system. There is also the
potential for the solar changes to impact on circulation patterns, particularly when
ozone changes are incorporated; the ozone changes can, via changes in temperature,
potentially alter the static stability of the lower stratosphere as well as altering the
propagation of planetary waves. Haigh (1999), in the most recent of a series of
papers, has pursued this idea using the UGAMP GCM in “perpetual January” mode
with fixed sea surface temperatures, imposing a variety of changes in solar irradiance
and ozone. The pattern of response was found to consistent across a range of
experiments. A typical one, for zonal mean temperature, is shown in Figure 3.1. The
pattern of response was also reproduced in a simpler mechanistic model of the
response of the Hadley circulation to changes in diabatic heating. During solar
maximum, the Hadley Cell is found to weaken and broaden and is accompanied by
poleward movement of the sub-tropical jets, leading to the bands of warming and
cooling shown in Figure 3.1. Haigh (1999) suggests that if this pattern of response is
robust, then it is of a size (several tenths of a degree in temperature) to allow its
detection. This work is somewhat restricted by the use of perpetual January conditions,
fixed SST’s and a rather low top level (10 mbar); an extension of these calculations
would clearly be of interest.

Although a manuscript is not yet available for citation, an abstract submitted to the Fall
1998 meeting of the American Geophysical Union by D.Shindell et al
(http://www.agu.org) reports similar GCM experiments to those of Haigh (1999).
They confirm that changes in ozone and circulation act to amplify the signal due to TSI
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changes alone; some of the signals (broadening of the Hadley Circulation, poleward
movement of the jets) agree with Haigh (1999) although the abstract reports a
strengthening rather than a weakening of the Hadley circulation at solar maximum. The
difference may be due to the way the ozone changes are imposed on the model and the
extent to which they alter the static stability of the tropical lower stratosphere. Shindell
et al. also report that the such changes are in agreement with observations of an 11
year signal in geopotential height (e.g. Labitzke and Van Loon, 1989).

Amold and Robinson (1998) report a different mechanism for amplifying the solar
cycle. It is well-established that solar variability causes large changes in thermospheric
temperatures, reaching 50-60 K at 120 km and several 100 K by 400 km. Arnold and
Robinson (1998) propose that these changes are able to impact on the lower
stratosphere via non-linear dynamical coupling. They use the UK Meteorological
Office Stratosphere-Mesosphere Model (e.g. O’Neill and Pope, 1988) which is a
mechanistic model forced with lower boundary conditions at about 300 mbar; Arnold
and Robinson have raised the top level of the model to 140 km, by the inclusion of
simplified representations of radiative processes above the mesopause. They represent
solar variability by specifying a temperature profile, presumably above 90km, to which
Newtonian relaxation occurs. They use the analytical and empirical model of Hedin
(1983) which represents, amongst many other variables, the effect of changes in F10.7
cm flux (a proxy of solar variability) on temperature using a polynomial fit to sets of
radar, rocket and satellite observations. Arnold and Robinson run their model using
reference model atmospheres for solar maximum and solar minimum model for 60 days
and present differences in wind and temperature fields at day 60. In the winter
hemisphere, zonal-mean temperatures at 40 km are different by around 2 K and zonal-
mean zonal winds are different by up to 10 ms™.

Arnold and Robinson’s (1998) study is only suggestive. Their results are presented as
“snap shots” of day 60 conditions and no attempt is made to assess the statistical
significance of the changes they report; this is particularly important in the wintertime
stratosphere where the atmosphere’s unforced variability is large, and models are
known to be sensitive to small changes. Also Arnold and Robinson (1998) impose the
solar effects by imposing different temperatures for the atmosphere to relax to.
Without further experiments, it is not possible to know the altitudes at which the
temperature changes are having the most impact on the circulation and, indeed,
whether the highly parameterised temperature changes seen in the reference
climatology are themselves truly solar induced. Hence, whilst this was a useful study, it
is felt that Arnold and Robinson (1998) would need to present evidence from longer
runs, with more sophisticated statistical analysis and more exploration of the sensitivity
of their results to the imposed forcing, to establish the plausibility of a real physical link
between thermospheric changes and those in the lower atmosphere.

4. Cosmic rays, clouds and climate correlations

The close correlations between solar cycle length and surface temperatures, discussed
in Section 2, have led to speculation that some other mechanisms beyond changes in
the TSI are acting to amplify the climatic signal of solar change. Svensmark and Friis-
Christensen (1997) have presented evidence that changes in cloudiness are correlated

15



with the flux of galactic cosmic rays reaching the Earth. The cosmic ray flux is
modulated by the solar cycle, since, at times of high solar activity, fewer cosmic rays
reach the Earth. Svensmark and Friis-Christensen (1997) argue that changes in cosmic
ray flux may influence cloudiness in some way; they hypothesize a long term effect on
climate, because a long-term increase in solar activity over the past few centuries will
have been accompanied by a long-term decrease in the cosmic ray flux reaching the
Earth. There is considerable evidence from the concentrations of radio-isotopes of
beryllium and carbon that the cosmic ray flux has indeed been modulated (e.g. Lean et
al., 1995b). This section will examine the strength of the empirical evidence for a link
between cosmic rays and cloudiness, while Section 5 will discuss current understanding
of the evidence at the microphysical level.

Svensmark and Friis-Christensen (1997) used the monthly-mean (C-2) dataset from the
International Satellite Cloud Climatology Project (ISCCP) to produce variations in
cloudiness over the period 1983-1990. They limited their analysis to oceans only and,
as they used data derived from geostationary satellites, the analysis was further
restricted to between about 60°S to 60°N. Figure 4.1 shows their main result, with the
global mean cloudiness variations superimposed on one measure of cosmic ray
intensity. The figure shows a 3-4% variation in cloudiness and there is clearly a good
correlation with the cosmic ray flux. Svensmark and Friis-Christensen (1997) suggest
that their results “indicate that there is a direct connection between cloudiness and
intensity of cosmic ray radiation” although they do note that an actual microphysical
explanation is lacking. They further suggest that the link between cosmic rays and
climate operates on much longer time scales and hence can explain the high correlation
between solar cycle length and temperature discussed in Section 2.

There are a number of concerns with their analysis. As with all correlation studies, the
more philosophical question arises as to the extent to which the correlation indicates a
real physical link. High correlations can arise by chance and it is only the high
correlations that are likely to be published. Also, Svensmark and Friis-Christensen
(1997) chose to correlate with cosmic ray time series but would have obtained a high
correlation with the sunspot series - hence, even if there is a solar-clouds connection, it
1s not obvious, in the absence of evidence to the contrary, that it acts via cosmic rays.
This criticism has, to some extent, been answered by Svensmark (1998) who shows
that, during the period between 1980 and 1987, at least, the cloud variations track the
cosmic ray time series more closely than one other measure of solar output (the 10.7
cm solar flux) (Fig. 4.2); however, the 10.7 cm solar flux does not itself always track
the changes in solar output, particularly near solar minimum (e.g. Livingston, 1994).

In support of the possibility that any relationship between cloud and solar activity does
not necessarily act via cosmic rays, Rind and Balachandran (1995) report idealised
general circulation model experiments in which the ultra-violet irradiance was altered
by £5% (with ozone held constant); they found variations in cloudiness of order a few
percent, due to changes in the static stability of the lower stratosphere. Although this
ultra-violet change is larger than that observed, this work illustrates that more direct
mechanisms exist for the modulation of clouds by solar activity. Further, Peter Thejll
(Danish Meteorological Institute, personnel communication) has pointed out that the
signal derived by Svensmark and Friis-Christensen (1997), because it is not from a
global set, could arise from shifts in circulation systems, instead of modulation of the
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global-mean cloudiness. Clearly such a hypothesis could be tested using a more
complete cloud dataset.

Further, it is well known that the sign of the effect of cloud variations on the radiation
budget depends on cloud height. Svensmark and Friis-Christensen (1997) present no
evidence concerning the height of the variations, and hence it is not obvious that the
variations even have the correct sign to explain their proposed link between cosmic
rays and climate.

A clear problem is that their analysis covers only seven years, which is less than one
complete solar cycle. Svensmark and Friis-Christensen (1997) and Svensmark (1998)
do present evidence using other cloud climatologies (from Nimbus-7 data, from DMSP
data and from the D-2 analysis from ISCCP) that extends the analysis from 1980 to
1995. Figure 4.3 presents the data, together with our annotations to make it clearer. In
the unsmoothed data there is clearly significant noise, but the smoothed data appears to
support the analysis from ISCCP C-2 data alone. However, since the absolute cloud
amounts from these climatologies are not known, Svensmark and Friis-Christensen
(1997) assumed that the individual data sets could be connected at the time of overlap,
without any rescaling. The validity of this is questionable. The connection of the short-
period of ISCCP D-2 data to the ISCCP C-2 set does not increase confidence, as it
shows no evidence of any up-turn after the 1990 solar maximum. The DMSP data is
even more ambiguous, for it is unclear how its time series has been connected with the
ISCCP series. For the period of overlap with ISCCP C-2 data (1987 to 1990) the two
sets do not show the same trend at all - the DMSP cloud is approximately constant,
while over the same period ISCCP data drops by 2%. The post-1992 DMSP data
appears to have been fairly arbitrarily placed so that it coincides with the cosmic ray
curve. The Nimbus 7 data clearly shows a greater phase difference with cosmic rays
than the ISCCP C-2 data. Hence, the evidence indicating a strong cosmic ray - cloud
correlation is not strengthened by the addition of this extra data.

There is no question that the variations in ISCCP cloud amount identified by
Svensmark and Friis-Christensen (1997) are a robust feature of the ISCCP data. The
variations had already been presented by the ISCCP team (Rossow and Cairns 1995)
who noted a possible association with El Nino. And both Kuang et al. (1998) and
Kernthaler et al. (1999) have repeated the analysis, with broadly similar results, but
each paper raises further concerns about the robustness of the cosmic ray link. Both
studies draw attention to the problems in “calibrating” ISCCP data; to cross-calibrate
the data from geostationary satellites, polar orbiters are used, but through the period of
the C-2 dataset, three different polar orbiters are used, and clear “steps” have been
identified in the data at the time of transition from one sensor to another - see e.g.
Klein and Hartmann (1993). The consequence is that there is only a short period from
1985 to 1988 where the use of a single polar-orbitting satellite ensured consistent
calibration. Brest et al. (1997) in particular warn about the difficulties in calibrating
ISCCP. As one example of the difficulties, Brest et al. (1997) show that the drift in the
NOAA 9 equator crossing time during the period 1985-1989, when the global cloud
cover is apparently falling most rapidly, causes the monthly modal solar zenith angle to
change by around 30°.

Kuang et al. (1998) analyse ISCCP C-2 data between 60°S and 60°N, presumably over
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both land and ocean (this is not stated). In addition to cloud amount, they analyse the
mean visible cloud optical depth and find that this varies approximately out of phase
with the cloud amount data, with a peak to peak variation of mean optical depth of
almost 1; see figure 4.4. Kuang et al. also show a time series of Total Ozone Mapping
Spectrometer (TOMS) 360-380 nm reflectivity changes and show that (again see Fig
4.4) this varies little over the period 1984-1990, whereas simple radiation modelling
would indicate it should vary by about 1% in response to the cloud amount changes.
They state that the changes in optical depth approximately compensate for the changes
in cloud amount, resulting in no change in the reflectivity. Their work would seem to
indicate that the cloud amount variations leave no signal in the shortwave budget;
hence, if there is an impact on the radiation budget, it would solely act via the thermal
infrared (e.g. by modulating thin cirrus), in which case it would have the opposite sign
to that required by Svensmark and Friis-Christensen (1997) - a long term decrease in
cosmic rays would lead to less cloudiness but this would cool, rather than warm, the
climate system. Kuang et al. hypothesize that there may have been a coincident
increase in thin clouds and decrease of thick clouds during solar minimum, related to
an increase in rainfall at times of increased cosmic rays. An alternative explanation of
Kuang et al.’s compensation between cloud amount and optical depth is that this is a
processing ambiguity in the ISCCP algorithms, so that sometimes “cloudiness” is
assigned to cloud amount and sometimes it is assigned to cloud optical thickness.

Clearly the lack of an identifiable signal in the reflectivity data raises large question
marks over the possibility of whether, even if the cosmic ray / cloud link is correct, it
can have an impact on the Earth’s radiation budget. A time series of Earth Radiation
Budget Experiment (ERBE) data is shown in Figure 4.5. A 3% change in cloudiness, if
evenly distributed in height and latitude, should lead to a change in absorbed solar
radiation of 1.5 to 3 Wm?, according to the analysis of Ringer and Shine (1997) and
others, with a change in the thermal infrared of the same general size (but opposite
sign). (Svensmark and Friis-Christensen (1997) cite a value of 0.8 to 1.7 Wm™, but it is
unclear if this refers to solar or net radiation). The 4 to 5§ Wm™ solar signal from the
Mt Pinatubo is clearly seen in Figure 4.5; if present, the clouds signal also ought to be
seen, particularly if it were at the 3 Wm' level, between 1985 and 1987. There is no
hint of any systematic variation of this size in the data. (The step in the longwave signal
in 1987 may, according to Allan (1998), be an artefact of a change in satellites at this
time.) Although the analysis shown in Figure 4.5 is not global, the lack of a signal in
the ERBE data is consistent with the TOMS data presented by Kuang et al. (1998) and
argues against a significant impact of the cloud variations on the radiation budget.

Kuang et al. (1998) also investigate the degree of correlation between the ISCCP
cloud variations and the El Nino Southern Oscillation (ENSO), and find, qualitatively,
that the correlation with ENSO is as strong. They favour the solar cycle hypothesis on
the basis of independent data from a later period reported by Menzel et al. (1997).
However, the support for the cosmic ray link in Menzel et al. (1997) is, at best,
ambiguous. They derive the cloud amount data using observations in the HIRS (High
Resolution Infrared Sounder) 15 um band and have constructed a 7 year record. Their
record, both for total cloud cover, and total and thin cirrus is shown in Figure 4.6
along with the ISCCP cloud data. This figure serves to emphasize the subtlety of the
ISCCP cloud amount change; in addition the HIRS data, as stated by Menzel et al.
“does not show a similar [to ISCCP] correlation with cosmic rays”. However, they do
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report that the high cloud cover does show a correlation; Figure 4.7 illustrates this; the
strength of the correlation depends greatly on the abrupt step during 1991, and since
this period coincided with both the Mount Pinatubo eruption and an extended period
of ENSO, the link with cosmic rays is at best speculative. Nevertheless, even if the link
with cosmic rays is robust, the implication from Menzel et al.’s work is that since it is
cirrus that is changing, the sign of the impact on climate would be such that a decrease
of cosmic ray flux would cool climate, and not warm it as proposed by the Svensmark
work.

Boucher (1999) has presented an analysis of cirrus cloud variations based on surface
observations of cloud. The purpose of his note is to search for a cirrus signal due to
increases in air traffic but, accidentally he chose to difference two periods which
happened to be close to solar maximum (1987-1991) and close to solar minimum
(1982-1986); he finds some indication of higher amounts of cirrus (about 2% over
oceans) at solar maximum, which is the opposite sign to that implied Svensmark and
Friis-Christensen (1997), although it is in general agreement with the long-term trends
in cirrus reported by Kernthaler et al. (1999) using ISCCP data. Although Boucher’s
analysis is not of direct relevance to the solar/cloud debate, it does provide a reminder
that other mechanisms may be involved in causing variations in cloud amount.

Svensmark and Friis-Christensen (1997) and Svensmark (1998) cite the work of
Pudovkin and Veretenko (1995) in their support. Pudovkin and Veretenko (1995)
report surface cloudiness observations from the former Soviet Union which indicate a
short-term decrease in cloudiness arising from short periods of reduced cosmic rays
(“Forbush Decreases” which are due to increases in the solar wind) using superposed
epoch analysis. This is shown in Figures 4.8 and 4.9 both as the cloud amount variation
relative to Forbush decreases and the fraction of clear and cloudy skies relative to
Forbush decreases. The work provides only weak support for the Svensmark
hypothesis. If the effect that Pudovkin and Veretenko (1995) is indeed a cosmic ray
one, then the effect is only clear between 60° and 64°N, and they can find no evidence
for an effect at S0°N. Moreover, their principal conclusion, consistent with that of
Menzel et al. (1997), is that it is cirrus clouds that are responsible for the correlation.

As mentioned earlier Svensmark and Friis-Christensen (1997) present no information
on the variation of clouds at different heights. Figure 4.6 shows that, during the ISCCP
data period, cirrus data shows a near-monotonic increase in cloudiness during the
period. This subject has been taken up in more detail by Kernthaler et al. (1998). They
include geostationary and polar-orbiter data and use data from both land and ocean,
unlike Svensmark and Friis-Christensen (1997). The total cloud amount variation they
derive is 2%; the difference with Svensmark and Friis-Christensen (1997) (who found a
3-4% varniation), they attribute to the inclusion of the polar orbiter data. However, as
shown in Figure 4.10, individual cloud types do not display the same pattern, so that
the variation in the total cloud amount is not due to any coherent variations at any
particular level. When the high cloud is further divided, they find conflicting variations
amongst cirrus and deep convective clouds and, as also found by Menzel et al. (1997),
the near monotonic increase in cirrus cloud.

To conclude, there are two different strands to recent work. The first strand is that
Svensmark’s hypothesis is not so much that there is a link between cosmic rays and
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clouds, but more specifically that the century timescale correlation between solar cycle
length and surface temperature can be explained by the response of clouds to cosmic
rays. For this to be correct, all the following assertions need to be correct: (i) that the
ISCCP data are showing a true signal of changes in cloudiness, rather than some time-
dependent bias in the data processing; (ii) that the signal is not due to some other
forcing such as the El Nino — Southern Oscillation (ENSO); (iii) that if the signal is, at
least in part, “solar” that it is uniquely related to cosmic rays; and (iv) that the
variations in cloudiness are such that (a) they modulate the radiation budget and (b)
that these modulations are of the correct sign (i.e. increased cloudiness leads to
cooling). There is sufficient doubt about the answer to each of these questions that it is
our belief that the Svensmark hypothesis is unlikely to be true. Table 4.1 summarises
the arguments.

The second strand to these conclusions, though, is that the possibility of a significant
relationship between the solar cycle and cloudiness cannot be ruled out. The lack of
consistency between the individual satellite datasets during the 1980s and 1990s is
hardly surprising given the difficulties in deriving them. Over this period there have
been significant transitory events (most notably ENSO and volcanic eruptions) each of
which have identifiable physical mechanisms that could alter cloudiness; hence, while
the signals seen in these data certainly cannot be used to strongly support a solar-
clouds link, neither can they be used to rule out a link. The more “transient” study by
Pudovkin and Veretenko (1995) is more intriguing as the link with cosmic ray events is
more direct. The robustness of their essentially statistical argument could be tested
further, and the extension of their analysis to other sites, or to satellite data analyses,
would be worthwhile.
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TABLE 4.1 Comments on the different
Christensen’s mechanism

aspects of Svensmark and Friis-

Aspect

Comments

There has been a long term (century-scale)
decrease in galactic cosmic rays reaching the
Earth due to increased solar activity.

Not contentious. Relationship between solar
output and cosmic ray flux is well-observed
for recent cycles and, for the longer term,
there is good evidence from ice core records
of cosmogenic isotopes.

Changes in cosmic rays lead to changes in
cloudiness.

Possible but unproven. The evidence is
discussed in section 5 (see especially Table
5.2).

A cosmic-ray related change in cloudiness has
been observed.

Contentious. A variation of total cloudiness
has been observed using ISCCP data which is
in-phase with the cosmic ray varation.
However, (1) the variation is not definitely a
true geophysical signal, as it is not present in
all satellite-derived cloud data sets; (ii) there
are other contenders to explain observed
variations (e.g. ENSO events and impacts of
volcanoes); (iii) even if it is solar-related, the
evidence to show that it is due to cosmic ray
variations is not established.

Any reduction in cloudiness due to a
reduction of cosmic rays leads to a decreased
planetary albedo and, hence, a positive
radiative forcing (i.e. a tendency to warm the
surface).

Contentious. There is no evidence of a
change in the Earth’s shortwave radiation
budget as a result of cosmic-ray induced
cloudiness variations. There is more (albeit
tenuous) evidence to indicate that, if there is
an effect of cosmic rays, it is on cirrus clouds;
in this case, a decrease in cloudiness would be
expected to have a greater effect on the
thermal infrared radiation budget such as to
cause a negative radiative forcing.

There may have been a long-term decrease in
cloudiness associated with the decreased
cosmic ray flux.

Contentious. Even with present observing
systems it is difficult to confidently identify
decadal scale variations in cloudiness. There 1s
no evidence of variations in cloudiness in
phase with the solar cycle earlier than the past
two 11-year cycles.
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5. Cosmic rays and clouds

Although the suggested linkage between cosmic rays and climate has attracted current
interest due to the correlation published in Svensmark and Friis-Christensen (1997),
their work is certainly not the first to suggest that cosmic rays could influence
meteorological processes, and indeed there is other work in which the detailed
mechanisms are discussed. Svensmark and Friis-Christensen (1997) suggest that
electrical charging of atmospheric aerosol influences the particles' efficacy as cloud
nuclei, without discussing specifically the type of cloud they are considering.
Suggestions for the precise process they were postulating are made in section 5.4
below. If the variations in cosmic ray ionisation lead to changes in aerosol
electrification (see section 5.3 below), then there is a possible physical link, but the
existence of the mechanism in the atmosphere is clearly unproven at present.

A more detailed mechanism involving ice clouds has been proposed in a series of
papers [Tinsley and Dean (1991), Tinsley et al. (1989), Tinsley (1991, 1996a,b, 1997);
Tinsley and Beard (1997, 1998); Kirkland et al. (1996); Tinsley et al. (1994)], by Brian
Tinsley at Dallas. This work develops an atmospheric electrical mechanism to explain
observed correlations between sunspot number and various indices of cyclone
intensity. The solar-terrestrial correlations which motivated his work are those of
Labitzke and van Loon (1989), and several papers of Roberts and co-workers (e.g.
Roberts and Olson, 1973). In summary his mechanism depends on a microphysical
electrical linkage between cosmic ray ionisation and latent heat release in supercooled
clouds, which, it is argued, can modify mid-latitude depressions in both their intensity
and trajectory.

It is probably appropriate to make some general observations on the atmospheric
electrical system at this point. The vertical component of electric fields present in the
atmosphere vary between fair weather electric values of typically 10°V.m™" at the
surface up to about 10°V.m™ in thunderstorms before a lightning discharge (e.g.
McGorman and Rust, 1998). Ionisation in the atmosphere occurs from three sources:
radon, cosmic rays and terrestrial gamma radiation. (Chalmers, 1967), and the
partitioning between the sources varies vertically. Near the surface, ionisation from
turbulent transport of radon and other radioactive isotopes is important, together with
gamma radiation from isotopes below the surface. Ionisation from cosmic rays is
always present, comprising about 20% of the ionisation at the surface, and increases
with increasing height in the atmosphere and dominates above the planetary boundary
layer. The ionisation leads to the formation of ton pairs, which rapidly become
hydrated in atmospheric air. The chemical difference between the species in the
positive and negative ions leads to some physical asymmetries in the ion properties,
and the negative ions are more mobile. Collisions between the 1ons and atmospheric
aerosol leads to charge exchange and electrification of the aerosol, and the ion
asymmetry ensures that the collisions do not lead to an average charge of zero. Local
electric fields can cause further asymmetries, by depletion of one sign of ion
concentration, and consequently substantial aerosol electrification.
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Natural atmospheric ionisation could be of considerable importance in influencing

atmospheric processes by

1 direct processes, such as production of new aerosol (e.g. sulphate) by gas-to-
particle conversion (GPC) or homogeneous nucleation leading to new
condensation nuclet

2 indirect processes, such as the modification of existing heterogeneous nucleation
processes by affecting the properties of existing condensation nuclei (CN) or ice
nuclei (IN)

5.1 Direct processes

Horrak et al.(1998) reported the spontaneous formation of nanometre sized ions in
atmospheric air, from a change in the ion mobility spectrum of urban air. Observations
of direct aerosol formation in unpolluted marine air (O'Dowd ef al, 1996) and
theoretical work on clustering reactions of ions (Castleman, 1982; Raes et al, 1986)
suggest ions are sometimes critical in gas-to-particle conversion.

The chemical composition of carrier gases is important in ion-induced nucleation, and
Emi et al. (1998) report laboratory experiments in which alpha particles have been
shown to produce nanometre size particles in clean air containing Sppm SO, and
3500ppm water vapour, although the ionisation rate is not reported. Adachi et al.
(1998) report that the presence of NH; enhances the effect, and find particle
concentrations of ~ 10°cm™ with ~ 6MBq. Ionisation rates in the upper troposphere,
where cosmic rays make their greatest contribution, are typically four or five orders of
magnitude smaller than this. It is therefore just conceivable that the cosmic rays could
be implicated in particle formation, but there are also other competing effects.

5.2 Indirect processes

5.2.1 The Tinsley mechanism

Tinsley's mechanism for solar-terrestrial coupling is suggested as having a substantial
energy amplification, which exploits the relatively small amount of energy required to
align a critical number of water molecules to nucleate ice. The mechanism can be
summarised as consisting of the following stages:

1 Cosmic rays are particles of sufficiently high energy that they lead to ionisation of
air in the troposphere.

2 The vanations in the solar wind modulate the cosmic ray flux entering the earth’s
atmosphere in a such a way and the cosmic ray flux varies in antiphase with the
sunspot number.

3 Cosmic ray ionisation variation leads to variation in electrification of atmospheric
aerosol.

4 Electrification of aerosol increases its effectiveness as ice nuclei.

The solar-induced changes in ionisation cause, by ‘electrofreezing’, supercooled

water in clouds to freeze.

6 The freezing process releases latent heat, which ultimately modifies the
development of mid-latitude depressions.

W
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Several general comments can be made about this mechanism. More detailed
discussion of significant points is developed later.

1. Cosmic rays do lead to ionisation and above the boundary layer they are the
principal source of tropospheric ionisation. The ionisation rate depends strongly on
latitude of the ionisation rate, with increasing (and more variable) fluxes towards
the poles (Neher, 1967).

2. Neutron fluxes, ionisation rates and air conductivity are indeed observed to vary
with the sunspot cycle, certainly in the upper atmosphere, and also to a lesser
extent in the troposphere (e.g. Gringel, 1978).

3. Atmospheric aerosol undergoes constant charge exchange with ions and it is
certainly possible that a small fraction of aerosol can acquire significant transient
charges (e.g. Clement and Harrison, 1991,1992). The mean charge on particles is a
result of ion-aerosol interactions, and although the mean charge under steady-state
conditions will be close to zero, there will be significant statistical fluctuations.
Charged atmospheric aerosol particles are observed, but there are no observations
to link the variations in charge with the solar cycle.

4. There is some laboratory evidence (see section 5.2) to suggest that charging alters
the ice nucleation efficiency of aerosol. However laboratory experiments showing a
clearly reproducible physical effect are lacking, although some are suggestive that
this occurs. Some theoretical considerations suggest that electrical effects could
encourage freezing of supercooled water. There appears to be no evidence of the
process having been observed in the atmosphere.

5. 1t is not known if the laboratory experiments which have indicated the existence of
electrofreezing are directly relevant to atmospheric processes.

6. The release of large quantities of latent heat within mid-latitude depressions is
certainly capable, in principle, of modifying their development. The details of the
release are important.

Central to Tinsley’s mechanism is the presence in the atmosphere of electrofreezing.
We now review the physical nature of this effect, and the experimental work

supporting it.

5.2.2 Electrofreezing

Electrofreezing is a term used inconsistently in the literature. Here we will use it
generally to describe the electrical-enhancement of the phase transition between
supercooled water and ice. However the term 1s used by different authors to describe
different processes (Dawson and Cardell, 1973), and to be more specific it is useful to
distinguish between the different mechanisms which have been suggested.

e In Field-Induced Electrofreezing (FIE), a (usually large) electric field causes the
freezing of a supercooled water drop. A significant series of experiments is
described by Smith ef al.(1971), in which they suggest that the effect they observed
was due to mechanical disruption of the drop by the large fields, and that this
disruption was the direct cause of the freezing rather than a direct electrical
interaction with the water molecules comprising the drop.
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e Charge-enhanced contact nucleation (CECN) has also been described as
electrofreezing. Pruppacher (1973) describes experiments in which micron-
diameter sulphur particles (which usually acted as poor ice nuclei, hardly inducing
freezing at all above —20°C) were able to cause ice formation at -8°C. Pruppacher
suggested this was due to negative electrification of the sulphur particles.

e FElectrically-enhanced nuclei scavenging (EENS) is also a possible electrofreezing
mechanism. It is known that electrical charging of water drops and aerosol particles
increases their collision efficiency (Pruppacher and Klett, 1997), and therefore the
rate at which interactions between supercooled drops and aerosol would occur.
Only a small fraction of atmospheric aerosol particles are capable of acting as ice
nuclei, but the increased capture probabilities would also increase the capture rate
of the rare aerosol particles which are suitable ice nuclei.

o Electrically enhanced aerosol-droplet disruption (EEADD) is strongly related to
EENS and would be hard to distinguish from it in practice. The electrically-
modified collision rates could alter the closing speed of the droplet and aerosol,
causing freezing by enhanced disruption at the droplet surface.

5.2.3 Studies suggesting the existence of electrofreezing

It is worthwhile to make some basic observations based on energy considerations
about freezing. For freezing to occur, some initial ice-like alignment of water
molecules from the liquid phase is necessary, and this structure then propagates
through the supercooled drop as freezing. Latent heat is released when freezing occurs.
It may be that only a small change of energy is required to cause the initial alignment of
molecules, such as that caused by the presence of a particle (contact nucleation), a
mechanical interaction (disruption), and that this could be supplied by electrical
interactions.

There are some elementary energy calculations which are instructive. The change in
free energy associated with a droplet condensing on an ion includes a thermodynamic
term (which varies with supersaturation), a surface tension term and an electrical term
based on the charge on the ion. A simple approach is to calculate when the electrical
energy is comparable with the mechanical energy, which, for a particle of radius r
allows the calculation of the number of charges j required (perhaps supplied by a
colliding particle). Table 5.1 shows such a calculation, and suggest what quantity of
charge is typically necessary to make mechanical changes to a particle although for
very small particles surface tension is not well defined.

Table 5.1 Number of electronic charges required on a water particle of a
specified radius for the electrical energy of the particle to equal its surface
tension

Particle radius Number of electronic charges
Inm 3
10nm 89
100nm 2806
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The electrically-induced nucleation suggested of ice is very uncertain to estimate, in the
absence of a mechanism. An indication of the energy required to initiate freezing in a
supercooled droplet is to assumethat all the water molecules have to be aligned and to
calculate the energy required from the polarisability and compare it with the thermal
energy i.e. when

kBT = a,,EZ

where a, is the polarisability of water and E is the electric field induced by the charge
obtained by collision with a charged aerosol particle. For a 10 micron water drop this
requires j = 40, and for a 1mm drop j = 4x10’.

As discussed later, typical atmospheric aerosol charges are on average a few electronic
charges, although the possibility exists of rare particles carrying up to an order of
magnitude more charge transiently. Given the large charges required in both these
calculations, if electrofreezing does occur it is more likely to affect small droplets
(micron size) rather than drops.

There are different studies which have purported to study electrofreezing, which
suggest the different classifications made in section 5.2.2. Some of the laboratory
studies are briefly reviewed here.

In Smith ef al.(1971) supercooled water drops of radius 2mm were passed through a
region of intense electric field (up to 1.2MV.m™"), and induced freezing was observed.
It was suggested to be a result of cavitation and it was also suggested that the work
was possibly relevant to the freezing of supercooled water in thunderstorms.
Sufficiently intense electric fields would otherwise not be present in the atmosphere.

The experiment of Pruppacher (1973) mentioned above is in many ways rather
important. This work strongly suggested that electrification of particles was a
neglected but significant factor in enhancing particle ice nucleation efficiencies.
However the fact that the sulphurous particles were charged was inferred and not
observed directly, although there is little reason to doubt this conclusion. Strictly,
Pruppacher’s words are: ‘One is therefore tempted to attribute the excellent ice
nucleability of sulfur particles on contact with supercooled water drops to an electric
effect’. '

Katz (1968) showed that CuS (Covellite) (with diameters principally around 2micron)
either charged or uncharged (having been neutralised by exposure to a Po-210 alpha
source) showed very similar ice nucleating activities. But a differently prepared 'pure’
CuS sample showed an order of magnitude lower activities. The preparation or purity
of samples in such experiments is therefore of importance.

Adzhiev and Kalov (1996) suggest that the efficacy of Agl as an ice nucleus could be
partly influenced by electrification occurring in its dispersal. Their measurements show
that the Agl dispersal leads to positive electrification, proportional to the square of the
radius of the droplets produced.
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Abbas and Latham (1969) pursued a set of different experiments designed to compare
the effect of different provocation processes causing freezing, and determined their
probabilities across a set of trials (figure 5.1). Electric sparks were the most effective
method, guaranteeing nucleation for droplets colder than -12°C, but there was a
quantitative difference for mechanical disruption using a charged and uncharged nylon
rod. The charged rod doubled the freezing probability associated with the uncharged
nylon rod. An electric field (up to 1.5SMV.m™) was also able to cause freezing, but it
was observed that such intense fields were unlikely to be common in the atmosphere.

Gabarashvili and Gliki (1967) showed that the effect of electric potentials on crystals
of cholesterol and naphthalene was dramatic in altering their ice nucleation abilities.
Using photographic observations, their work clearly showed that crystals carrying
negative potentials (typically -3kV) showed remarkable ice forming capabilities when
compared with positive potentials of comparable magnitude. In a later paper
(Gabarashvili and Kartsivadze, 1968), work is described in which calculations show
that the fields are not sufficient to be directly affecting the surface on which it forms.

Braslavksy and Lipson (1998) describe miniature apparatus in which Field Induced
Electrofreezing could be routinely induced with a bulk of water. Substantial fields are

applied, which correspond to about 1GV.m™ at the atomic level,

5.2.4 Possible electrically-enhanced activation of ice nuclei

The nature of ice nuclet (IN) is a subject which has received significant attention, but
as a study leaves many questions unanswered (Mason 1971, Pruppacher and Klett,
1997). Only a small fraction of aerosol particles (AP) is capable of acting as IN, and
this is usually explained in terms of a chemical or shape effect, depending on the
precise nucleation mechanism considered. The concentration of IN show diurnal
variations (e.g. Rosinski et al, 1995), some of which have their origin as cloud
condensation nuclei (Rosinski, 1995). Figure 5.2 shows the activation of different IN
substances as a function of temperature.

Much of the early work on ice nucleation (Fletcher, 1966) suggests that typical IN
concentrations are between 107 and 1 per litre below -20degC, rising by several orders
of magnitude at temperatures between -20 and -35degC. Although there appear to be
grossly inadequate IN concentrations to account for the amount of ice observed, ice
multiplication mechanisms (where splintering occurs with ice formation leading) will
certainly contribute to ice formation at the lower temperatures (-3 to -8degC)
(Mossop, 1985).

The work of Pruppacher (1973), and to a lesser extent that of Gabarashvili and Gliki
(1967) strongly suggest that aerosol electrification could lead to ice nucleation by the
CECN process. The work of Katz (1968) however also emphasises that trace
impurities or physical differences could be an important confounding factor. It remains
therefore of great interest to establish if highly charged aerosol particles exist in the
atmosphere.
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5.3 Atmospheric electrification

5.3.1 Aerosol charging

In fair weather conditions, charge present in the air is partitioned between atmospheric
small ions and aerosol particles, between which there are interactions. Atmospheric
small ions of both signs with number concentrations n, and #. are governed by

dn, 2
E%Wﬂmm—mTZAwwmvw
r=0Jj="% (5 > 1)

where the ions are produced at a rate g per unit volume. Ions (which are assumed to
carry unit charges) are removed by ion-ion recombination (with recombination
coeflicient o), and by attachment to aerosol particles, which causes charge transfer to
the aerosol. The aerosol attachment rate B,,;(#) depends on aerosol particle radius r
and the number of elementary charges j present on the aerosol particle of radius r (e.g.
Gunn, 1954). In equation (5.1), the size and charge distributions of atmospheric
aerosol particles are accounted for by the integral of number concentration N(r) over
all particle radii, and by a sum across all possible particle charges at each radius.

The instantaneous quantity of space charge (present as the combination of charged
aerosol and ions) p 1s

o= {m -n_+ T iNj(r)dr}

r=0 j=-® (5.2).

where e is the magnitude of the electronic charge. Turbulent and advective transfer
processes are able to transport aerosol (last term of equation 5.2) effectively in the
atmosphere; however the much greater electrical mobility of the ions means that their
motion is determined principally by electrical forces. Analytical approximation to
equations (5.1) and (5.2) can be obtained by assuming that the aerosol is monodisperse
(i.e. with a number concentration Z = [N(r)dr), and that there is a mean number of
elementary charges j,, associated with the monodisperse aerosol. In that case, equation
(5.2) reduces to

p= e[n+ -1 +ij] ()

An approximation for j,, can be found from the modified Boltzmann charge distribution
(Clement and Harrison, 1992) as
_ AngrkT rn+ s, 1

= T (54)

where g are the ionic mobilities, 7 is atmospheric temperature and & is Boltzmann's

constant. This expression emphasises the importance of the asymmetry in ion
properties in determining the aerosol charge and this is also true for the charge

28



distribution. The ion asymmetry parameter x is defined as x = (n.p1./n.).

Charge distributions on a set of particles exposed to unequal positive and negative ions
concentrations are given by the Modified Boltzman Distribution (Clement and
Harrison, 1992).

N _ ssioh()
No Aj

e2

where A =——.
8re rkTl

The mean charge varies with the ion asymmetry parameter x (the ratio of positive and
negative ion concentrations and mobilities) which is very variable, especially on the
boundaries of clouds. From figure 5.3, it is clear that even for values of x typical of
cloudless atmospheric air (x = 1.2), a number concentration of 1000cm™ could contain
of order 10 particles with up to about j =20, even though the mean charge for the
particle population is close to zero. Charged particles on the tails of the distribution
will be rapidly neutralised.

5.3.2 Particle measurements, sonde ascents and ion asymmetry

In establishing meteorological conditions under which electrofreezing could be
significant, it is clearly relevant to study observations in which regions of strong
particle charging (probably negatively) have been found. There are few experimental
studies which have made electrical atmospheric soundings alongside meteorological
observations, in conditions other than thunderstorms, although some exist. Much of
these observations came from pioneering studies using early experimental technologies.

Sagalyn and Faucher (1955) made a series of horizontal transects using aircraft to
determine atmospheric particle concentrations between the surface and 5000m during
the summer of 1954. In almost all of the transects positive and negatively charged
particles were detected, with peak concentrations of charged particles up to 2000.cm™.
Significant concentrations (~100.cm™) of charged particles were also found in the
upper regions of their transects, well above the freezing layer (figure 5.4). Although
their measurements never determined the presence of positive and negative particles
simultaneously, and symmetry between the positive and negative particles was assumed
in their analysis, the work clearly demonstrates that charged aerosol particles
commonly exist in the freezing levels of the atmosphere. It 1s not possible from their
measurements to determine if the particles were multiply charged.

Venkiteshwaran (1958) measured electric fields and air conductivities using modified
radiosondes and determined electrical properties in non-electrified cloud. He observed
that the ion concentration increased with height, and found that the measuring sonde
itself was susceptible to triboelectrification as it passed through cirrus. He did not
measure the positive and negative ion concentration independently, and nor did
Hatakeyama efal.(1958) in a similar study using a different design of sonde (figure
5.5). Both these studies however, illustrated the substantial changes in ion
concentrations associated with the edges of clouds, where aerosol electrification might
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consequently be expected, given the significance of the term x in equations (5.5) and
equations (5.6).

Gringel (1978) made more recent observations, and actual reported the ion asymmetry
ratio x based on temporal averaging (figs 5.6 and 5.7), but not simultaneous bipolar
observations. x remained within about 20% of 1.0, but variations were found.
Figure 5.8 shows the solar variation in ionisation rate also observed by Gringel(1978).

All these observations, taken with the theoretical considerations above, suggest (1)
that charged particles exist in the atmosphere and (2) fluctuations in ion concentrations
could lead to transiently large charges on aerosols, perhaps on the edges of clouds.
Particles with large charges are likely to rapidly attract ions of opposite sign, and their
mean charge will fall as a result.

5.4 Electrical enhancement of condensation nuclei

In their discussion of possible explanations for their correlation, Svensmark and Friis-
Christensen (1997) suggest that calculations show enhanced collection efficiencies of
charged drops and particles over uncharged drops particles. It is certainly the case that
there is an effect of electrification (Pruppacher and Klett, 1997), which in some case
(thunderstorms) suggest an increase in collection efficiency of up to two orders of
magnitude. However in a real cloud, electrical forces are not the only ones acting, and
even if they were it is not clear from Svensmark and Friis-Christensen (1997) how the
increased collection efficiency would alter cloud development, especially in warm
clouds. Some theoretical work (Rusanov and Kuni, 1984), indicates that the effect of
polarity is important, and that negative condensation centres are more active than
positive ones.

It is more plausible that the increased collision efficiency associated with charged
supercooled drops will increase the likelihood of the capture of a particle able to act as
a suitable ice nucleus, i.e. that electrical forces will increase the likelihood of
‘conventional’ nucleation mechanisms occurring.

5.5  Discussions and conclusions about the electrofreezing mechanism

With the background of the previous sections, it is possible to discuss Tinsley's ideas
further. It is a fact that, in some experiments, the number of ice nuclei observed in
clouds is insufficient to explain the amount of ice observed at the same time. There are
postulated explanations for this, such as ice multiplication, poor instrument
performance and increases in the homogeneous nucleation rate. Theoretical
descriptions of nucleation, especially heterogeneous nucleation are, at best, uncertain.
Tinsley’s suggestion that electrified aerosol is a more effective nucleator than
uncharged aerosol would begin to resolve the apparent IN-cloud ice discrepancy.

Tinsley's mechanism probably has sufficient energy amplification to influence some
tropospheric processes, for very small variations in solar output. Ice nucleation, if it
can be triggered, certainly releases substantial quantities of latent heat, figure 5.9. The
mechanism seems applicable across a range of timescales, notably for transient events
such as solar flares as well as for the entire solar cycle.
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The philosophical structure of Tinsley’s work as described by his papers is continuous
and shows development of the detail rather than as ad hoc modifications. The general
cloud physics literature lacks the key quantitative electrofreezing experiments from
which his mechanism could be developed or refuted: testing the theory awaits
appropriate observations. Table 5.2 summarises the state of knowledge on different
aspects of the theory.

Although electrofreezing could occur in principle in any supercooled cloud, in
‘warmer’ clouds (-5°C to -15°C) ice multiplication processes operate and the
deficiency in IN is less critical, and in ‘cold’ clouds (colder than -35°C) homogeneous
processes are probably active. Electrofreezing might therefore be expected to be more
likely in clouds in between -15°C and -35°C. The amount of aerosol charging required
is substantial and Tinsley favours charging of droplets which evaporate to leave small
highly charged residues. Aerosol charges of ~100e are suggested as required for
electrofreezing, which are much greater than those found in cloud free air. However it
is true that even non-convective, non-ice clouds lead to the stratification of charge, and
aerosols in these regions could charge appreciably. Marine clouds probably show the
greatest conductivity contrast between clear air and cloud, but it must be emphasised
that all natural clouds are complicated physical systems which contain many competing
processes.

In conversations, Tinsley (1998) also suggested that freezing might be associated with
Rayleigh explosions (mechanical instabilities generated by extreme electrical forces),
and the emitted fragments freeze; however it i1s unlikely that Rayleigh limit is reached
even in thunderstorms. There is also likely to be a latitude effect, as emphasised in
Tinsley's work, and separating low and high latitude contributions (at S0°N) is
important, as the cosmic ray influence principally affects the high latitude part.

All of Tinsley’s work depends critically on electrofreezing being experimentally
established as an atmospheric process. There is some evidence to suggest that it could
occur, but no absolute evidence that it does. If it does occur, then it is not hard to
argue that many other atmospheric processes would need to be re-evaluated, although
the precise effects could only be found by detailed study. Tinsley’s suggested effects
are all credible, but detailed modelling studies are also really needed to assess the
sensitivity.

Definitive experiments from which it can be concluded that electrofreezing exists in the

atmosphere appear lacking, although there appear compelling reasons for believing that
electrofreezing could occur.
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TABLE 5.2 Comments on the different aspects of Tinsley's mechanism

Aspect

Comments

Cosmic rays lead to ionisation of atmospheric
air throughout the troposphere.

Not contentious. Cosmic rays do lead to
ionisation and above the boundary layer are
the principal source of tropospheric
ionisation. The cosmic ionisation rate depends
on latitude.

Variations in the solar wind modulate the
cosmic ray flux in antiphase with the sunspot
number.

Not contentious. Neutron fluxes, ionisation
rates and air conductivity are observed to vary
with the sunspot cycle. They show a variation
with latitude, with increasing (and more
variable) fluxes towards the poles.

Cosmic ray ionisation variations lead to
variations  in  ionisation on  which
electrification of atmospheric aerosol depends.

Probable. Atmospheric aerosol always
undergoes ionic charge exchange and the
mean charge varies. Charged atmospheric
aerosol particles are observed, but the
variation with cosmic rays has not been
observed.

Electrification of aerosol increases its

effectiveness as ice nuclei.

Contentious. There is some laboratory
evidence to suggest that charging alters the
ice nucleation efficiency of aerosol. There is
no evidence of the process having been
observed in the atmosphere.

The solar-induced changes in ionisation cause,
by ‘electrofreezing’, supercooled water In
clouds to freeze.

Possible. If  solar-modulated  cosmic-
electrofreezing exists at all it will only affect
a subset of clouds.

The solar electrofreezing process releases
latent heat, which ultimately modifies
depression development.

Possible. Modification of depressions is, if it
occurs at all, likely to be highly selective and
to depend on where, and at what stage in the
depression’s development, the latent heat 1s
released.

32




6. Suggestions for further work

We believe that the evidence reviewed in this report is sufficiently inconclusive that
further work is justified. Future research would need to concentrate on four areas.
Laboratory work is important to establish if possible linkages can be established in
control conditions. Field work is necessary to provide parameters describing actual
atmospheric conditions. Data analysis is necessary to search for possible connections
between atmospheric and solar variability. And numerical modelling is essential for
trying to establish quantitative links.

6.1 Laboratory experiments

There are key laboratory measurements which need to be pursued to establish if (1)
electrofreezing does occur and (2) if the process is at all significant for the atmosphere.
Apparatus for repeatable freezing of the same supercooled water drop has recently
been described by Harrison and Lodge (1998), but the work required is essentially that
of fundamental cloud physics.

6.2 Field measurements

Atmospheric experiments on ion-induced nucleation, linking aerosol measurements in
clean and polluted air with electrical measurements are clearly needed as ions could be
of significance in aerosol formation (Aplin et al, 1998, Clement and Harrison, 1996).
Experiments in both clean and polluted air would seem appropriate.

However the definitive experiments required are within an atmospheric measurement
campaign to look for the combination of charged aerosol, supercooled and frozen
drops. One approach would be to use a modified meteorological radiosonde system to
carry extra sensors and suitable atmospheric electrical instruments such as those
recently developed at Reading (Harrison 1997a,b). An alternative would be to modify
an ice nuclei counter such as that under development at UMIST (Saunders, 1999) to
include some discrimination between charged and uncharged IN, and deploy it in a
field experiment on an aircraft.

Some long-term (longer than one solar cycle) of typical aerosol charge levels in the
atmosphere would help to establish whether the electrofreezing effect, if found, was
likely to be a route for solar modulation of climate.

6.3 Modelling and data analysis

(1) The two most obvious areas for further work are already "in progress" at UKMO or
at Imperial College. One is to include solar reconstructions in all the past climate runs.
Given the variations amongst the TSI series described in this report it is important that
the impact of climate of different series is examined. The second, is for an increasingly
sophisticated representation of the solar-induced ozone changes within GCMs as well
as a search for the GCM-implied fingerprint in the observations.

(1) On the cosmic ray / electrofreezing side, it is possible that sensitivity runs could be
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performed. The dependence of, for example, mud-latitude depression development on
the proportion of ice in clouds, at a given temperature or the rate of freezing of
supercooled drops could be examined. Cloud parameterisations currently in place
should be able to achieve this. Since the rate of freezing is in any case poorly known,
such work would have relevance beyond the impact of solar variations.

(iif) On the data analysis side, some analysis of AMIP/ERA type runs could be
undertaken to see if they, without the cosmic rays or any externally imposed solar
variations, can produce the kind of variations Svensmark found in ISCCP. Further
analysis of ERBE data would also be possible to see if an ERB signal could be seen
that is consistent with the ISCCP variations. Finally, more ISCCP D-2 data is now
available, and a repeat of the analyses using the older C-2 data is necessary to see if the
C-2 signals are at least robust within the ISCCP analysis system.

(iv) The analysis of Pudovkin and Veretenko (1995) of a possible link between

cloudiness and Forbush decreases is intriguing and a similar analysis at other stations,
particularly at the latitudes identified by that work, would be useful.
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Acronyms

ACRIM I. Active Cavity Radiometer Irradiance Monitor on the Solar Maximum
Mission Satellite

ACRIM II: As ACRIM I, but flown on the Upper Atmosphere Research Satellite.
ENSO: El Nino Southern Oscillation

ERBS: Solar Monitor (similar to ACRIM) on board the Earth Radiation Budget
Satellite.

HIRS: High-resolution Infrared Spectrometer

HF: Hickey-Freiden Radiometer — part of the Earth Radiation Budget experiment on
Nimbus 7.

ISCCP: International Satellite Cloud Climatology Project

TOMS: Total Ozone Mapping Spectrometer

TSI: Total Solar Irradiance (the “solar constant”)

UGAMP: (UK) Universities’ Global Atmospheric Modelling Programme

VIRGO: Variability of Solar Irradiance and Gravity Oscillations on board the Solar
and Heliospheric Observatory satellite.
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Comparnison: Solar cycle leagths vs. NH land temparatures
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imposed and one in which a solar-induced total column ozone change
derived from TOMS observations is imposed. The model is run in
perpetual January mode with fixed sea surface temperatures. Shading
indicates that the difference is not statistically significant at the 95%
level. (From Haigh, 1999.)
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The thick curve displays the 12 months running average of cloud cover
given as changes in per cent (ISCCP—C2 monthly data). The data are
from the area over the oceans covered by geostationary satellites. The
end points of the ISCCP-C2 curve (first and last 6 points) have been
discarded. The thin curve represents the normalized monthly mean
counting rate of cosmic ray intensity from Climax, Colorado, drawn to
the same scale. (From Svensmark & Friis-Christensen, 1997.)
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Figure 4.2
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Composite figure showing changes in Earth’s cloud cover from four
satellite cloud data sets together with cosmic ray fluxes from Climax
(solid curve, normalized to May 1965) and 10.7 cm solar flux (dashed
curve, in units of 107> Wm™ Hz"). Triangles are the NIMBUS-7 data,
squares are the ISCCP—C2 and ISCCP-D2 data, diamonds are the
DMSP data. All of the displayed data have been smoothed using a 12
month running mean. The NIMBUS-7 data are for the southern
hemisphere over oceans with the tropics excluded. The DMSP data are
total cloud cover for the Southern Hemisphere over oceans, and finally
the ISCCP data have been derived from geostationary satellites over
oceans with the tropics excluded. Also shown are 2-standard-deviation
error bars for the three data sets, one for each 6 months. (From
Svensmark, 1998.)
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Figure 4.3
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Composite figure showing four satellite cloud data sets and normalized
cosmic ray fluxes from Climax (thick curve). Triangles are the
NIMBUS-7 data, squares are the ISCCP—C2 data, diamonds are the
DMSP data, and crosses are the ISCCP-D2 data. The top panel of the
monthly values illustrates the noise level in the cloud sets. The bottom
panel displays the data smoothed using a 12 month running mean. The
NIMBUS-7 and the DMSP data are total cloud cover for the Southern
Hemisphere over oceans, and the ISCCP data have been derived from
the geostationary satellites over oceans with the tropics excluded.
(From Svensmark & Friis-Christensen, 1997, annotated by KPS.)
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Figure 4.4  Secular variations of (a) ISCCP Mean Cloud (Visible) Optical
Thickness, (b) ISCCP global cloudiness, (c) TOMS reflectivity. Dotted
line in (c) is the estimated reflectivity variation caused by the global
cloudiness variation given in (b). The secular variations are obtained by
applying twelve month running mean afier removing the mean annual
cycle. The unshaded region in (a) is the time period during which the
calibration problem is not significant. (From Kuang et al., 1998.)
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Figure 4.5  Time series of smoothed wide field of view Earth Radiation Budget
Experiment long-wave (LW), short-wave (SW) and net (LW-SW)
irradiance anomalies (in Wm™) between 40°N and 40°S relative to the 5
year (1985-1989) monthly mean (after Minnis et al., 1993, updated by
Minnis, 1994). The deviation starting in mid-1991 is mainly due to the
Mt. Pinatubo eruption — the net anomaly in August (about -4 Wm) is

almost three times higher than the standard deviation computed between
1985 and 1989. (From IPCC, 1994)
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Figure 4.6 Monthly trends for ISCCP total cloud cover and cirrus (thin lines) and
HIRS total cloud cover, thin cirrus, and thin plus thick cirrus (thick

lines) from 1983 through 1996. (From Menzel et al., 1997.)
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Figure 4.7
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Percentage change in monthly mean cosmic ray intensity detected at
Climax, CO (thin solid line) versus percentage change in twelve month
running average of HIRS cirrus from 1990 to 1996 (thick dashed line).
Percentage change in ISCCP twelve month running average of total
cloud cover from 1984 to 1991 is also shown (thick solid line). (From
Menzel et al., 1997.)
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Figure 4.8

<n,>

<>

<>

%

80

75

70

%

80

60

56

@ =65-68°N
T 1
1
1
l l | 1 [
-4 ) 0 % 4 6
t, days
_ @ =60-64°N
\\-~ = //\\ .2
\/\/\ \T // )
N g
i 1
i [ [ | l
-4 =) 0 2 4 6
t, days
© = 50°N
/\/\/1
l | [ I |
—4 -2 0 2 4 6
t, days

Mean variations of the total cloud cover within the different latitudinal
belts in the course of Forbush-decreases of galactic cosmic ray flux.
Day ¢ = 0 corresponds to the day of Forbush-decrease onset. The value
of cloud cover < n, > is expressed as a percentage of the total sky area.

Curve 1: winter events (N = 42). Curve 2: summer events (N =21).
(From Pudovkin & Veretenenko, 1995))



Figure 4.9
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Summary number of days with clear sky (a) and with cloudy sky (b) at
noon observed at the stations in the latitudinal belt ¢ ~ 60-64°N during
the winter Forbush-decreases. The “quiet” day level obtained by
averaging over 5 days preceding the Forbush-decrease onset is shown
by the dashed line. (from Pudovkin & Veretenenko, 1995))
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Figure 4.10 Anomalies, relative to the February 1984 — July 1990 mean, of twelve-
month averaged total percentage cloud cover, and the high, mid and low
level cloud components. The vertical dashed lines indicated the period
within which the ISCCP calibration is believed to be most robust.
(From Kernthaler et al., 1999.)
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Figure 5.1 ~ The probability of freezing f of repeated experiments on supercooled

water drops of radius 1.06mm for different mechanical and electrical
disruptions. Curves 1,2 and 3 are the freezing probabilities for drops
undergoing no disruption, curves 4 and 5 are mechanical disruptions
with nylon thread and thin wire respectively and curves 6, 7 and 8 are
electrical disruptions with an electric field, a charged nylon rod and a
spark respectively. (from Abbas and Latham, 1969.)
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Figure 5.2
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Temperature dependence of fraction of active particles as ice nuclei for
various substances: Agl-1: radius 2um, freezing mode; Agl-2: radius
0.015 to 0.2 pm (median 0.045 um), freezing mode; Agl-3: radius 0.2
to 4 um, deposition mode at water saturation; Agl-4: radius 2 pm,

deposition mode at water saturation. (From Pruppacher and Klett,
1997)
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Figure 5.3  The modified Boltzmann charge distribution on 3.32uum radii drop, after

Clement and Harrison (1992).
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Figure 5.4
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() Positive ion concentrations sampled as a function of altitude and
time in southern New Hampshire, November 10-11 1953 by Sagalyn

and Faucher (1955). (b) and (c) show the corresponding temperature
and relative humidity soundings respectively.
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Figure 5.5  Vertical sounding of clear air atmospheric electrical properties at
Hachijojima at 0300h local time on 17" December 1957 using a
modified meteorological radiosonde (from Hatakeyama et al., 1958). A
is the air conductivity (directly proportional to the negative ion number
concentration), £ the potential gradient, C a theoretical calculation of
the conductivity, T the temperature and H the relative humidity.
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Figure 5.6  Positive and negative air conductivities (4. and A .) during ascent and
descent of a sonde reported by Gringel (1978). The arrow marks the
derived height of the tropopause.
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Figure 5.7  Averaged ion asymmetry ratio x determined from ten balloon ascents
(Gringel, 1978), although the conductivities were always determined
sequentially and not simultaneously.
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Figure 5.8  The variation of ionisation rate g /q in the upper atmosphere during the
solar cycle found by radiosonde determination (Gringel, 1978). The
arrows show the variations found between 1958 and 1965 at S0°N.
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Figure 5.9

Temperature within water drop during
supercooling and freezing

5.00

0.00 [ | —drop s
- | =environment

-5.00

-10.00

temperature / degC

-16.00

2000 b
600 650 700 750 800 850 900

time /seconds

Latent heat released by a supercooled water drop at the instant of
freezing (from Harrison and Lodge, 1998). On freezing the temperature
of the cooled drop rises from the environmental temperature to 0°C,
where it remains until all the latent heat is released and it begins to cool.
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